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BACKGROUND 
Ultrasonography as diagnostic imaging technique 
Ultrasonography (US) has been used for diagnostic imaging since 
the development of the B-mode scanner in the early 1950s (4). It 
is considered a safe imaging modality in contrast to the traditional 
diagnostic modalities based on ionizing radiation (5). In brief, a 
transducer produces high-frequency sound waves, which pene- 
trate the relevant part of the body and are reflected back to the 
transducer according to the echogenicity of the tissue. This in- 
formation is then converted by the US machine into a diagnostic 
image, typically a two-dimensional gray-scale image as presented 
in Figure 1. 

Figure 1. Demonstration of a head & neck US examination. 

 
Like other imaging modalities, US is usually provided by the radi- 
ology department based on a request from the physician being 
responsible for the patient treatment (6). Here US is performed 
by a radiologist or by a radiographer who performs the US exami- 
nation and stores it for review by the radiologist (7). Based on the 
US examination the radiologist writes a report that is used by the 
physician to decide the further medical management of the pa- 
tient. US is a dynamic real-time image modality that – unlike static 
imaging conducted with standardized scanning protocols – can be 
difficult for other than the US operator to reproduce. Due to the 
development of low-cost portable high-resolution US ma- chines, 
US is increasingly being performed bedside by the physi- cian as 
an adjunct to the physical examination (8,9). As opposed to the 
comprehensive examinations of the complete organ sys- tem 
performed at the radiology department on request (10), point-of-
care US often answers a focused clinical question, e.g. does the 
patient have free fluid in the peritoneum? (9). Other terms such 
as “clinical US,” “bedside US,” and “focused US,” are used in the 
literature to describe the same concept (11). Especial- ly surgeons 
have advantage of their unique anatomy knowledge (both from a 
visually and tactile perspective from surgical experi- ence within 
the area) when they perform and interpret US (12). Surgeon-
performed US was introduced in trauma surgery to detect 
abdominal and pericardial bleeding in patients with blunt traumas 
(13). Here US is used in the decision to determine if the arrived 
patient should be transferred directly to the operating room or 
should be referred to a computed tomography (CT) scan (14). 
Further, the portable US machines also made it possible for 
surgeons and emergency physicians to diagnose patients with 
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acute abdominal pain in the emergency room (15). Because radi- 
ologists are rarely available around the clock, US is increasingly 
being used in the emergency setting to triage and to decide on  
the initial patient management (16). The point-of-care US of the 
abdomen do therefore not replace radiologist-performed ab- 
dominal US, but is rather used as an extension to the physical 
examination of the acute patient. US is therefore relevant to most 
surgeons because it allows to quickly assess patients’ anatomical 
and physiological characteristics. However, the deep structures 
and lesions acoustically shadowed by bone or air is difficult to 
visualize with US, which can limit the use of US of abdomen com- 
pared to CT. In contrast, the superficial structures of the head & 
neck are optimal for US–providing images with higher resolution 
of lymph nodes, thyroid, and the salivary glands than CT (17-20). 
US is therefore the first-line imaging modality for patients re- 
ferred with neck masses (21) and is essential in TNM staging of 
thyroid cancer (22,23). The portable high-resolution US machines 
have made office-based US possible and head & neck surgeons 
are increasingly performing US in their out-patient clinics (24,25). 
It can be used in the preoperative planning to characterize neck 
lesions in detail and explore its anatomic relation to adjoining 
structures in real time (26). US is also recommended as guidance 
of fine-needle aspiration in the diagnostic work-up of neck mass- 
es, and surgeon-performed US can save the patient for an addi- 
tional appointment at a radiology department (27). So in contrast 
to the surgeon-performed US in the emergency setting, the of- 
fice-based US may increasingly replace the radiologist-performed 
US (12,28). 
However, US is a very user-dependent image modality and com- 
petence of the operator are needed in order to ensure high diag- 
nostic accuracy. This thesis will therefore explore how we can 
ensure competence in surgeon-performed US in both an emer- 
gency setting and in office-based setting for head & neck lesions. 

 
Certification in ultrasonography 
The current certification in US follow a traditional model using the 
number of US examinations performed over a period of time as 
indicator of achieved competence (29,30). According to the 
guidelines from the US societies – European Federation of Socie- 
ties for Ultrasound in Medicine and Biology (EFSUMB) and The 
American Institute of Ultrasound in Medicine (AIUM) – formal US 
training and a fixed number of supervised US examination are 
needed to be deemed competent in US (31,32). The current certi- 
fication demands from American and European US societies 
require between 300-500 supervised abdominal US examinations 
(33,34) and 150 supervised head & neck US examinations (35). 
The EFSUMB has no official recommendation for head & neck US 
training but in Germany the Deutsche Gesellschaft für Ultraschall 
in der Medizin (DEGUM) requires 400 supervised head & neck US 
examinations before certification for independent practice of US 
(36). In Denmark residents in general surgery and otolaryngology 
already have requirements of formal ‘hands-on’ training in point- 
of-care US in order to receive board certification (37,38). Howev- 
er, the residents do not have any requirement of number of US 
examinations needed in order to complete their training. In gen- 

eral, there is a lack of consensus about the educational require- 
ments to surgeon-performed US, present being based on expert 
consensus rather than emperical research. However, a shift to- 
wards competence-based surgical education has emerged over 
the recent years and emphasized the need for objective and 
reliable skills assessments (39-41). We know that physicians have 
different learning curves in US why performance-based assess- 
ment is more reliable than using a fixed number of completed 
examinations (42). For this purpose we need an assessment tool 
with validity evidence supporting the assessment of US skills. In 
the next paragraph I will analyze the skills needed by the US 
operator from an educational perspective and thereafter discuss 
relevant theories used in skills assessment. In the end of the 
background chapter I will review the literature of US assessment 
tools and scope the aim of this thesis. 

 
Description of the ultrasonography skill 
US is a dynamic examination that differs from other stationary 
imaging modalities because the operator needs to combine both 
technical skills and image interpretation skills during the examina- 
tion (43). 

 
Technical skills in ultrasonography 
Technical skills are needed to operate the US equipment and 
optimize the image according to the US examination (44). Fur- 
ther, technical skills are needed to move and manipulate the 
transducer guided by anatomy knowledge and the tactile infor- 
mation from the surface of the patient body (45). Appropriate 
amount of force needs to be applied to the transducer, e.g. to 
manipulate intestinal air in the abdomen in order to establish a 
good acoustic window. In this thesis I will use theories about 
motor control to explain the development of technical US skills. 
Motor skills are defined as activities that require voluntary 
movements to achieve a goal (46). In the context of US, the goal 
would be proper handling of the US equipment to perform a 
successful diagnostic US examination on patients. Motor control 
can be explained as memory-based motor programs that control 
the specific coordination of muscles needed to perform the pro- 
cedure (46). However, the stationary description of motor control 
fails to explain how performance is adapted to the various clinical 
contexts where US is performed in real life. According to schema 
theory a motor program can be seen as a coordination concept for 
the movements of the particular procedure where different 
parameters (e.g. speed and amplitude of the movement) can be 
adjusted to the different situations (47). When the physician gains 
experience through clinical performance, the adjustment of these 
parameters to the variation of patients would be stored as a set of 
schemas in long term memory that can be used for controlling the 
performance in future situations. Gentile further developed a 
classification continuum of motor skills from closed skills to open 
skills based on four categories: regulatory conditions (stationary or 
in-motion) and inter-trial variability (absent or present) (46). 
Regulatory conditions describe changes in the environmental 
context that influence the movements needed to perform the 
procedure successfully. If the regulatory conditions are “in mo- 
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tion” it means that the environmental context changes during 
performance opposite to a “stationary” condition. The inter-trial 
variability describes if the similarities of the regulatory conditions 
are the same (absent) or changes from one trial to the next (pre- 
sent). Completely closed skills are stationary and can be per- 
formed the same way each time, while open skills require the 
performer to adjust to the changing environment during perfor- 
mance. This means that the motor program used to perform an 
US examination needs to be adjusted according to the patient to 
patient variation, i.e. inter-trial variability. In addition, US is a 
dynamic examination and the performance must be adjusted 
according to the position of the patient and movements of the 
body and organs, e.g. lung movements displacing the abdominal 
organs affecting the movement of the transducer in multiple 
planes, i.e. in-motion regulatory conditions. US can therefore be 

because a lesion may not be represented to the eye due to 
suboptimal scanning technique. We therefore need to combine 
both technical skills and image interpretation as one construct in 
the assessment of point-of-care US skills in order to ensure full 
competence of the physician. 

 
Theory used in performance-based assessment 
Assessment in health profession education can be defined as any 
systematic method of obtaining information from tests of learn- 
ing and skill acquisition (51). According to Miller’s taxonomy, 
competence can be divided into four levels with increased au- 
thenticity for assessment: ‘knows’, ‘knows how’, ‘shows how’ and 
‘does’ (52). 

 
Figure 3. Modified from Miller, G. E. (1990). The 
assessment of clinical skills/competence/ 

classified as a complete open motor skill where we can expect Does performance. Academic Medicine, 65(9), S63. 

inter-case variability between the US cases. This is important in    
relation to assessment of skills because the use of a single case Shows how 

for performance-based assessment will not necessary predict    
successful performance of future clinical cases. 

 
Image interpretation 
Besides the technical skills required to perform the US examina- 
tion, the physician also needs to correctly interpret the US images 
generated. Image interpretation can be divided into visual per- 
ception (visually search of the image) and image analysis (synthe- 
sis of image information into a conclusion about the diagnosis) 
(48). Spatial abilities are required to translate a 2-D sectional US 
image into a 3-D mental representation of the structure (45) and 
the visual perception can be categorized into two different search 
strategies: an initial glance and a focal search (48). The initial 
glance of the image gives the physician a global impression that is 
compared with information about normal anatomy and pathology 
stored in long-term memory of the physician. The abnormalities 
may stand out for the experienced physician who subsequently 
can make a quick decision about the diagnosis. The focal search is 
an interactive process where the image is systematically searched 
for features that attract attention and need further relevant 
information extracted from the image (48). Experts tend to diag- 
nose images by the initial glance method within seconds, while 
novices rely on the focal search to establish a diagnosis (49). It is 
hypothesized that false-negative diagnostic errors can be divided 
in three categories: search errors, recognition errors, and decision 
errors (48). Search errors occur when the lesion is never fixed by 
the fovea of the eye. Recognition errors occur when the eye is 
shortly fixed on the lesion but below the threshold sufficient to 
recognize the pathology features of the image. Decision errors 
occur when the lesion is fixed by the eye but actively dismissed as 
a lesion. A decision of diagnosis is made if image features match 
sufficiently with the cognitive schema of abnormalities for a given 
disease. However, these concepts are mainly established on the 
exploration of the search strategies applied to x-ray images (48) 
and may not apply to the dynamic US examination where the 
physicians perform the US examination and interpret the image 
at the same time (50). This will increase the risk of search errors 

Knows how 

Knows 

 
 

Knowledge is the foundation for skill development. Factual 
knowledge constitutes the ‘knows’ level in Millers pyramid and 
further understanding of concepts is needed to demonstrate a 
“knows how” level, see figure 3. Written and/or oral examina- 
tions are often useful for assessment of knowledge. The ‘shows 
how’ can be assessed under controlled conditions, e.g. with the 
Objective Structured Clinical Examinations (OSCE) while the ‘does’ 
level indicates the highest level of assessment with the physician 
functioning independently in clinical practice (51). However, it is 
important to differentiate between assessment of performance 
and learning. Learning is defined as a relatively permanent change 
in the ability to perform a skill (53) and performance during or 
immediately after training does not always predict sustainable 
learning (54). Skills learning should therefore be ex- plored by 
assessing performance after a retention period or by a transfer 
test–where the skills are performed in another setting (46). 
Further, skills assessment has to yield reproducible and accurate 
measurements before it can be clinically useful (55). 
Physical quantities measured in health sciences (like temperature 
or a hemoglobin level) are often well-defined constructs meas- 
ured in a reproducible fashion. The situation is different within 
behavioral science where the assessment is depending upon the 
definition of the construct (56): e.g. assessment of the patient’s 
‘quality of life’ or the physician’s ‘US skills’ and the type of meas- 
urement instrument. In case the instrument is depending on a 
rater’s judgement, the interpretation of construct being assessed 
may vary from one rater to another and thereby also the way a 
performance is being judged. That implies a threat to the validity 
of the assessment. Therefore, assessment of US skills needs thor- 
ough validation studies to ensure the best possible interpretation 
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of the assessment score. Different theoretical frameworks can be 
used to explore the validity evidence of performance assessment 
as discussed in the following section. 

 
Reliability 
The reliability of an assessment tool is the consistency and repro- 
ducibility of its measure between cases and raters over time (57). 
According to classic test theory, an assessment score can be 
decomposed in two parts: a true score and an error score (58). 
The true score would be the perfect measure of the competence 
and can only be obtained if there is no error in the measurement– 
which would never be the case in real life. The reliability coeffi- 
cient is an estimation of the ratio between true score and error 
score in the assessment. Several factors contribute to error in the 
measurement and can decrease the reliability coefficient: ten- 
dency of a rater to mark differently compared to other raters 
(inter-rater variation); variation that occur from the same rater 
marking differently on two assessments of the same case over 
time (intra-rater variation); variations in performance owing to 
different assessment occasions (inter-case variation). Other un- 
known factors and the interactions between the factors can also 
contribute to error in the measurement. A critique of classic test 
theory is that it only provides a reliability coefficient from a single 
factor per analysis and cannot estimate the total error in the 
measurement (58). Generalizability Theory can instead be used to 
estimate the impact of the different factors contributing to error 
in the measurement of the same construct – allowing a more 
comprehensive assessment of reliability (51). Generalizability 
Theory defines ‘true variance’ as the differences in score between 
test objects that are stable across different cases and raters, while 
‘error variance’ is the variation from all other sources (rater, cases, 
and interactions between them) (59). The variance compo- nents 
can be estimated in a G study to an overall Generalizability 
Coefficient (ranging from 0-1), expressing the percentage of the 
score attributable to true score. Further, the estimated variance 
components can be used in a Decision Study to estimate the 
number of raters and cases needed for reliable measurement (59). 

 
Validity 
Validity is traditionally divided into the trinitarian Cs of content 
validity, criterion validity, and construct validity (55). Content 
validity refers to the theoretical relationship between the content 
of the assessment tool and important aspects of the construct of 
interest. Often experts in the field are used to develop a test 
blueprint and cases representative of the construct. Criterion 
validity is defined by the correlation of an assessment tool against 
an accepted existing measure with well-known characteristics as a 
‘gold standard’. Construct validity refers to a collection of in- 
formation that the assessment tool measures the construct it is 
supposed to measure. This can be difficult to determine and is 
typically explored by comparing assessment scores between 
groups with different levels of skills experience (60). The nomen- 
clature of these distinct types of validity has been criticized to be 
arbitrary and instead Messick reconceptualized validity to a uni- 

tary concept where all sources of validity testing encompass 
construct validity (61). He defined five sources of validity evi- 
dence: test content, response processes, internal structure, rela- 
tions to other variables, and consequences. The validation process 
involves a hypothesis testing with accumulation of different 
sources of evidence to support or reject the proposed test score 
interpretation in the particular setting. However, conclusions 
about validity are not dichotomous and different researchers 
looking at the same collection of validity evidence may arrive to 
different conclusions (62). Three of the validity sources according 
to Messick’s unitary framework of validity: test content; internal 
structure; and relations to other variables, correspond to the 
traditional validity types: content validity; reliability; and con- 
struct validity, respectively. However, response process and con- 
sequences have not been described as validity evidence in the 
traditional framework. Response process is evidence regarding 
the control of error associated with the test administration (51). 
This could be done by examining the reasoning processes of 
learners to reduce possible response error and putting explicit 
and clear anchors on the rating scale or provide rater training to 
avoid misinterpretations among the raters (40). Consequences 
refer to the assessments scores’ impact on and consequences for 
the individual and the society. A standard setting needs to be 
conducted with scientific argumentation for the pass-fail score of 
the assessment and an evaluation of the consequences of false 
positive and false negative outcomes. It is an important source of 
validity evidence (40) which unfortunately often is omitted in 
validity studies (63,64). Many different standard setting methods 
can be chosen (65) and I will therefore look in closer detail at the 
different methods in the next paragraph. 

 
Standard setting methods 
Standard setting is the process of defining the skill level required 
and establishing the corresponding assessment cut score defining 
the competence (65). Either normative or criterion-based ap- 
proaches can be used for standard setting. With normative stand- 
ards the pass/fail status depends on the performance of the 
tested cohort and this approach is therefore not optimal for 
competence-based education using the same standards for per- 
formance (66). Instead criterion based standard setting methods 
can be used to set an absolute assessment score that corresponds 
to the performance expectations of the particular skill by the 
passing physician (67). The criterion based standard setting can be 
further divided in either test-centered or examinee- centered 
methods (68). The Angoff, Ebel, and Nedelsky methods are exam- 
ples of test- centered methods using the raters to decide pass-fail 
standards based on the examination content (65). In contrast, the 
examinee- centered methods focus on the performance of exam- 
inees to establish standard setting (69). A contrasting-groups 
approach is one way to define the standard for pass/fail with use 
of external criteria’s to categorize the physicians into groups of 
competent vs non-competent. The test score that best discrimi- 
nates between contrasting groups are then used as cut score (66). 
However, several statistical techniques can be used for establish- 
ing the optimal pass/fail score (70). One popular method is to plot 
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a “graphic smoothing” (70) where the pass/fail score is estab- 
lished by plotting the distributions of test scores for the compe- 
tent and non-competent groups and using the intersect as 
pass/fail score (65,67,68,71-73), see figure 4A. 

 

 
ROC Curve 

 

B) 
 
 
 
 
 
 
 
 

1 - Specificity 

Figure 4. Examples of two different techniques for deciding the pass/fail 
score between contrasting groups: 
A) Graphically decided. B) Based on a receiver operating characteristic 
(ROC) approach. 

 
Another method–which is more unconventional for medical edu- 
cation research but commonly used in radiology to compare 
different diagnostic modalities–is the receiver operating charac- 
teristic (ROC) approach to establish the optimal cut score be- 
tween two groups (74). The ROC plot provides a statistical meth- 
od to assess the consequences of the cut score choice as a 
tradeoff of the true-positive rate (sensitivity) and false-positive 
rate (1− specificity) (75), see figure 4B. The prediction of the 
pass/fail rates related to the choice of cut score can be useful 
because standard setting depends on the purpose of the test as 
well as practical and economic considerations. However, we need 
to define which physicians have the necessary US competence 
before we can define a pass-fail score with the contrasting groups 
method. For this purpose we can use Dreyfus and Dreyfus’ theory 
about skill acquisition to define when competency is achieved 
(76). 

 
The Five-Stage Model of Skill Acquisition 
The theoretical framework by Dreyfus and Dreyfus has been 
applied to the acquisition of clinical skills by physicians in training 

(77). It describes how the development from novice to expert 
level can be divided in five stages: 
Novice: The novice physician has theoretical knowledge about the 
skill but little or no clinical experience. He has little ability to 
prioritize clinical information and the decisions are based on 
theory-based rules rather than adjusting skill performance to the 
environment in which it is performed. 

 
Advanced beginner: After the physician gains some experience he 
starts to develop an understanding of the relevant information 
from the clinical situation and modify performance according to 
this. 

 
Competent: The competent physician now sees the big picture 
and can operate in the context of a changing learning environ- 
ment. He has developed a repertoire of illness scripts from clinical 
experiences to guide performance rather than rely on rule-based 
decisions. However, the competent physician has no experience 
with complex problems, which are handled in a rule-based way. 

 
Proficient: The physician has enough experience to recognize and 
handle most common cases by intuition and is better than a 
competent physician to change plans according to the clinical 
situation. However, there is still room for improvement when 
complex cases are handled. 

 
Expert: The expert physician uses intuition to solve the clinical 
problems because the pattern recognition is highly developed 
from prior experiences. However, at the same time the expert is 
also aware of when the unexpected may occur and performance 
therefore needs to be slowed down for a more careful and analyt- 
ic approach. At this stage it is important for the expert physician 
to constantly improve her skills by using the extra mental re- 
sources from performance at automaticity level to invest them in 
more complex problem solving (77). 

 
Different development stages from the Five-Stage Model of Skill 
Acquisition can therefore be used as baseline for the certification 
demands in concordance with the test consequences. According 
to Dreyfus and Dreyfus’s model, the surgeon with US skills at a 
competent level would effectively diagnose common clinical 
cases, while complex cases instead need to be supervised by a 
senior consultant or referred to a radiologist. If a proficient level 
was chosen for certification we would expect the physician to 
handle more complex US cases, but still not at an expert level. 

 
Assessment of US performance 
Many of the existing US assessment tools found in the literature 
are developed to assess skills in US-guided invasive procedures 
and they primarily focus on the technical skills and not the image 
interpretation (78-86). No assessment tools were found specific 
for skills in head & neck US, while a few studies described as- 
sessment tools for abdominal US skills, especially specific for FAST 
competence (6,87-95). However, these tools are based on self- 
assessment questionnaires of competence (6,94,95) or either 
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assess only the technical skills (87-90) or US image interpretation 
skills (91-93) and not the combination. Instead Hofer et al. devel- 
oped an assessment tool of both technical and interpretation skills 
of abdominal US (96). However, the OSCE test setup used was 
very comprehensive with a procedure specific checklist for each 
US examination of the abdominal organs and therefore requires a 
lot of rater training and resources. Further, only inter- nal validity 
evidence was explored for the assessment and the technical and 
interpretation skills were assessed on separate skill stations. This 
may not be optimal when the relationship between technical US 
skills and interpretation errors in US are taken into consideration 
and it can therefore be a threat to validity due to differences in 
the content of the assessment and the construct of interest. In the 
search for a solution to this problem we devel- oped the Objective 
Structured Assessment of Ultrasound Skills (OSAUS) scale together 
with Tolsgaard et al. (97). The content of the generic scale 
obtained international consensus from experts representing 
multiple specialties using US in diagnostic of pa- tients. The OSAUS 
scale covered both technical skills and image interpretation 
through seven key elements of the US examination assessed on a 
five-point Likert scale. It should therefore cover the complete US 
skill and by feasible to implement for in-training assessment of 
surgeon-performed US skills. However, only validi- ty evidence 
regarding test content was established in this study (97). 
According to Messick’s unitary framework of validity (98) the 
other sources of validity evidence regarding response processes, 
internal structure, relations to other variables, and consequences 
still need to be established. 

 
In conclusion, US is an user-dependent diagnostic modality with 
requirement of both technical and image interpretation skills of 
the operator. Development of portable US equipment has facili- 
tated the use of surgeon-performed US and increased the need 
for competence-based training to ensure safe integration of US 
into clinical practice. An assessment tool for both technical and 
image interpretation skills of the US operator is needed and this 
thesis aimed to explore the validity evidence of the OSAUS scale 
to assess skills in abdominal and head & neck US. 

 
OBJECTIVES OF THE THESIS 
This thesis aimed to collect validity evidence regarding response 
processes, internal structure, relations to other variables, and 
consequences of skills assessment in surgeon-performed ab- 
dominal and head & neck US with the use of the OSAUS scale. 

 
Research questions 
Five research questions were generated for this PhD thesis. The 
aim of research project I was to collect evidence of validity related 
to internal structure and relationship to other variables of the 
OSAUS scale for assessment abdominal point-of-care US skills. 
The research questions were: 

 
1) “What is the reliability and how many cases and raters 

are needed for reliable judgment of physicians’ point- 
of-care US competence using the OSAUS scale?” (1) 

2) “What is the validity of the OSAUS scale in terms of its 
ability to discriminate between increasing levels of US 
competence and association between OSAUS scores 
and diagnostic accuracy? “(1) 

 
The aim of research project II was to investigate the transfer of 
skills learned from an abdominal point-of-care US course to per- 
formance on patients representing pathological conditions. The 
research question was: 

3) In a group of clinicians, what is the effect of participat- 
ing in a four-hour course in abdominal point-of-care US 
as measured by OSAUS score on patients representing 
abdominal diseases compared with having no training? 

 
The aim of research project III was to explore the internal struc- 
ture, relations to other variables, and consequences of the OSAUS 
scale for assessment of head & neck US skills in an office-based 
setting. The research question were: 

 
4) Can reliable assessment of head & neck US skills with 

the OSAUS scale be obtained with the use of raters 
from different specialties? 

5) What is the association between the OSAUS scores and 
the diagnostic accuracy of patients with or without 
head & neck lesions, and what are the consequences of 
establishing an OSAUS pass/fail score? 

 
DESCRIPTION OF THE RESEARCH PROJECT 
This section presents a brief summary of trial design and statisti- 
cal methods used in the three research projects constituting this 
thesis. 

 
Research project I 
Trial design: The experimental study was conducted at the Clinical 
Skills Laboratory at Copenhagen Academy for Medical Education 
and Simulation, Rigshospitalet, Denmark (formerly known as 
Centre for Clinical Education). It was designed to establish validity 
evidence regarding the internal structure and relations to other 
variables of the use of the OSAUS scale to assess skills in ab- 
dominal point-of-care US. Twenty-four physicians were included 
in the study and were divided in three groups based on their 
experience with US: novices, intermediates, and experts. All 
physicians had to perform a focused US examination of three 
patients with abdominal pathology and one simulated patient 
with normal anatomy. They were allowed five minutes to com- 
plete each of the ultrasound examinations and make a short 
dictation of their findings to the medical record. The US perfor- 
mances were video recorded and merged with the ultrasonogra- 
phy screen recordings to form an anonymized clip for each case. 
All the video clips were uploaded to the Integrable web-based 
Solution for Easy Assessment (ISEA) web-based program for as- 
sessment of video recorded performance (99) from where two 
consultant radiologists assessed the US performance with use of 
the OSAUS scale.
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Statistical methods: Data regarding the internal structure of OSAUS 
were explored with Generalizability theory estimating the relevant 
variables that influenced the reliability and a D-study determining 
the number of US cases and raters needed to make a reliable 
assessment (100). Kruskal-Wallis and Mann-Whitney tests were 
used to explore the OSAUS score’s relations to US experi- ence 
levels and the correlation to diagnostic accuracy was ex- plored 
with Spearman ρ. 
 

Research project II 
Trial design: The second study was also conducted at the Clinical 
Skills Laboratory at Copenhagen Academy for Medical Education 
and Simulation, Rigshospitalet, Denmark. Physicians who signed 
up for an abdominal point-of-care US course were invited to 
participate in this study. Thirty-one physicians were enrolled in 
the study and randomized for assessment of their US skills before 
(control group) or after (intervention group) completing the US 
course. The test setup was similar to the one used in research 
paper I and US performance was also assessed by the same two 
radiologists using the OSAUS scale through the ISEA program (99). 
Some of the physicians from the control group also provided data 
to the novice group in research paper I. 

 
Statistical methods: The internal structure of the OSAUS scale was 
explored with inter-rater reliability calculated by Cronbach’s 
alpha. The relation to other variables was explored with an inde- 
pendent samples t test comparing OSAUS scores between the 
intervention and control group. The effect size of the learning 
from the US course was estimated using Cohen’s d – with 0.2 
representing a small ES, 0.5 a medium ES, and 0.8 a large effect 
size (101). Binary logistic regression was used to compare the 
difference in the diagnostic accuracy between the control and 
intervention group and generalized estimating equation was used 
to adjust for clustering of cases within each physician. 

 
Research project III 
Trial design: An experimental study was conducted at the out- 
patient clinic at the Department of Otorhinolaryngology, Head 
and Neck Surgery & Audiology, Rigshospitalet, Denmark. 
Six US experienced otolaryngologist–head & neck surgeons (ORL- 
HNS) and 11 interns were included in the study. The participants 
had to perform neck US examinations at eight different test sta- 
tions–including six patients with verified neck lesions and two 
simulated patients with no evidence of disease. At each station 
the physicians were given a description of the patient’s symp- 
toms, before they were allowed four minutes to complete a fo- 
cused US examination and additional four minutes to write their 
US report. The US performances were recorded in five of the 
eight patient stations, and merged with the ultrasonography 
screen recordings to form an anonymized clip for each case. A 
consultant in diagnostic radiology and a consultant in ORL-HNS 
assessed all the video clips through the ISEA program with use of 
the OSAUS scale. The diagnostic accuracy was calculated as the 
percentage of correct diagnoses based on an evaluation of the US 
reports by a blinded ORL-HNS. 

Statistical methods: The internal structure of the OSAUS scale 
was explored with the inter-rater and inter-case reliability of the 
assessment scores calculated with intra-class correlation coeffi- 
cient (ICC), average measures, with absolute agreement defini- 
tion. The relation to other variables was explored with a Spear- 
man ρ correlation coefficient between the OSAUS score and the 
diagnostic accuracy. The participants who met the criteria as 
novices or competent in head & neck US were included in a 
standard setting to establish an OSAUS pass/fail score. The con- 
sequences of the test was explored with a Receiver Operator 
Characteristic curve used to establish the optimal OSAUS 
pass/fail score and the area under the curve (AUC) was 
calculated and used to interpret the discrimination ability of the 
OSAUS score. 
 
SUMMARY OF THE RESULTS AND RELATION TO OTHER RE- 
SEARCH 
In this section the results from the three research papers will be 
summarized with the use of the sources of validity evidence 
from Messick’s unitary framework explored in this PhD thesis: 
response processes; internal structure; relations to other 
variables; and consequences. 
 
Response Process 
The US performances of the participants in the studies for this 
thesis were all video-recorded and assessed by the raters 
using the web-based ISEA program (99). The program was 
designed to improve the response process by a standardized 
assessment form and automatic data generation to decrease 
the risk of error com- pared to the alternative where data had 
to be manually typed in. The response anchors on the OSAUS 
scale were included to avoid ambiguity and to ensure similar 
performance assessment through the use of the rating scale 
by different raters. We also performed structured rater 
training prior to data collection in all the studies of this Ph.D. 
thesis to further improve the validity evidence re- garding the 
response process. A similar rater training was per- formed in 
the study by Tolsgaard et al. (71) while the assessment tool 
regarding transthoracic echocardiography (102) and for 
ultrasound-guided endoscopic needle aspiration (81,83) did 
not describe how the rater training was performed. The 
amount of rater training will also influence the results from 
the internal structure and therefore make the comparison of 
the results be- tween the studies more difficult. The rater 
training in our studies consisted of a short introduction to the 
OSAUS rating scale and video examples of US performance 
used for discussion for pro- posed ratings to reach consensus. 
This was completed within an hour in all the studies in this 
PhD thesis, why we believe it is realistic to use the scale in a 
clinical setting as well. However, the validity evidence 
regarding the response process will of course change if the 
OSAUS scale is used for direct observation (e.g. for workplace-
based assessment purposes) compared to the use of video 
assessments and blinded raters in our studies (81). 
 
Internal structur 

Generalizability theory was used in Research paper I to explore 
the internal structure of the OSAUS scale’s ability to assess 
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physi- cians’ abdominal point-of-care US skills. The 
generalizability coef- ficient was high (0.81) in a test setup using 
two raters and four different abdominal US cases, which is 
considered sufficient for high-stake assessments. If absolute 
agreement definition was used (e.g. to set an OSAUS cut score), 
five cases and two raters were needed to ensure sufficient 
reliability. The raw variance components from the generalizability 
analysis were also de- scribed in the Research paper I to ensure 
an appropriately sample and evaluation of all relevant factors for 
the internal structure (103). 

Table 1. Results from the G-study indicating the contribution of each 
source of variance to the OSAUS score (adjusted from Table 2 in Research 
paper I). 

The score variance that could be described as ‘true variance’ of 
competence, 43.7%, was lower compared to other Generalizabil- ity 
studies exploring assessment with generic scales of ultra- sound-

guided transbronchial needle aspiration, 52.1% (83), and 
transthoracic echocardiography skills, 67% (83,102). The main 
reason for lower true variance in research paper I is the increased 
‘error variance’ from the interaction between the physician and 
case (Vpc) on 23.6%1 compared to 11.1% for assessment of 
endobronchial US skills (83) and 7.1% in echocardiography skills 
(102). However, these findings are not surprising as the assessment 
of abdominal US is a broad construct including many different 
organs. It is possible that a surgeon may have more experience with 
conducting FAST examinations com- pared to other abdominal US 
examinations, which will increase the variance due to US cases 
compared to a more unitary con- struct as an US guided 
interventional procedure (83) or echocar- diography (102). In 
contrast a D-study about an assessment scale used in the evaluation 
of ultrasound-guided transesophageal fine- needle aspiration skills 
found similar results compared to research paper I (103). 

1 Unfortunately an error was slipped in research paper I’s Table 2 
where the variance components from the interaction between 
physician and the case (Vpc) was interchanged with the interaction 
between rater and the case (Vrc). Instead the table should have 
shown that the Vpc contributed with 23.6% of the measure vari- ance  
while  the  Vrc  did  not  contributed  with  any  variance (see 

Table 1). 

However, the study did not report the raw variance components 
from the skills assessment, making it difficult to directly compare 
with the results from research paper I. Validity evidence 
regarding the internal structure of the OSAUS scale to assess 
abdominal point-of-care US skills was also supported by good 
reliability from classic test theory analyses of the OSAUS scores 
in research paper II. Further, results from validity studies 
exploring the ability of the OSAUS scale to assess obstetrics and 
gynecology (71) and head & neck US skills (research paper III) 
also supported the validity of the internal structure. 
 

Relation to other variables 
The results from research paper I have shown that the OSAUS 
scale relation’s to other variables was supported by both a 
signifi- cant difference in scores between physicians with 
different levels of point-of-care US experience, and by a strong 
correlation be- tween the OSAUS score and the diagnostic 
accuracy. We there- fore believe the OSAUS scale can be used 
to assess progress in abdominal point-of-care US skills during 
training. The ability of the OSAUS scale to discriminate 
between different experience levels with abdominal point-of-
care US in research paper I was also established for US skills in 
both obstetrics and gynecology 
(71) and head & neck surgery (research paper III). Further, the 
OSAUS scale’s relation to other variables was supported by a 
good correlation to diagnostic accuracy in abdominal US 
(Spear- man ρ of 0.76 in research paper I) and head & neck US 
(Spearman ρ of 0.85 in research paper III). A recent study 
introduced a Quali- ty of Ultrasound Imaging and Competence 
(QUICk) assessment tool developed to assess US operator 
competence in FAST (90). The assessment tool consists of both 
a task-specific checklist and a global rating scale assessing US 
technical skills. Relation to other variables was also explored 
for the QUICk scale (90), but only in the form of discrimination 
of two extreme groups (US novices and US experts). Further, 
the inter-rater reliability was lower for the QUICk global rating 
scale measured as weighted kappa on 0.61, compared to an 
intraclass correlation coefficient on 0.86 (con- sistency 
definition) for the OSAUS scale in research paper II. De- spite 
different statistics used to explore the QUICk scale and the 
OSAUS scale with weighted kappa and intra-class correlation 
coefficient, respectively, the results should still be comparable 
(55). The content validation of the QUICk scale was not 
described in details and the assessment tool only included the 
technical aspects of the US examination and not the image 
interpretation, documentation, and medical decision making 
(104). This may explain the low inter-rater reliability of the 
QUICk scale compared to OSAUS. Further, the study only used 
one volunteer without pathology as test case, which is 
problematic regarding the con- struct of measurement as 
discussed in the background chapter. 
 
Test consequences 
The research paper III conducted a standard setting study that 
established a pass/fail score used for competency-based assess- 

Source of 
variance (V) 

Description Estimated 
variance 
component (VC) 

Relative 
contribution 

Interpretation of 
results 

Physicians, Vp Systematic 
variation among 
physicians 

9.91 43.7% Most of the 
measured 
variance derives 
from different 
competence 
between the 
physicians 

Rater, Vr Systematic 
variability among 
raters 

1.30 5.75% The raters had an 
overall equal level 
of stringency 

Case, Vc Systematic 
variability among 
cases 

0.201 0.887% The cases were 
almost equally 
difficult 

Interaction between 
physician and rater, 
Vpr 

Consistent trend 
for an rater to 
assess a particular 
physician 
differently 

0.294 1.30% There was no bias 
between rater and 
physician due to 
effectively 
blinding 

Interaction between 
physician and case, 
Vpc 

Consistent trend 
for an physician to 
perform a 
particular case 
differently 

5.96 23.6% Some variance 
derives from the 
physicians who 
score different 
according to the 
case 

Interaction 
between case and 
rater, Vcr 

Consistent trend 
for a rater to assess 
differently on a 
particular 
case 

-0.0236 0.1% The raters do not 
vary in their 
perceptions of the 
challenge of an 
ultrasound case. 

Interaction 
between 
physician, case 
and rater, Vpcr 

All remaining 
variability 

4.99 22.0% Expected 
unexplained error 
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ment of head & neck US skills. The assessment format demon- 
strated good discrimination of US competence to ensure a base- 
line of diagnostic accuracy among physicians. The used ROC curve 
approach (105) in research paper III is a bit different than compa- 
rable validity studies performing standard setting for perfor- 
mance in endoscopic (106) and gynecological US (71). However, 
the OSAUS pass/fail scores of 3.0 and 2.5 for transabdominal and 
transvaginal US, respectively (71) is comparable to the OSAUS 
pass/fail score of 2.8 for head & neck US competence in research 
paper III. The choice of standard setting method may therefore 
not be so critical to the decision of exact pass/fail score. Instead, 
the ROC curve approach can be used to choose different pass/fail 
scores according to test purpose and consequences of the test 
(e.g. formative assessment during training versus summative 
assessment with certification for independent practice). Ziesmann 
et al also used ROC curve analyses to establish standard setting 
for operator competence in FAST assessed with the QUICk scale 
(90) and hand motion analysis (89). The area under the curve 
(AUC) in research paper III was comparable with the AUC results 
from the use of the QUICk scale (90) and better than using hand 
motion analysis (89) to measure US competence. However, the 
comparison of the AUC between studies can be arbitrary, because 
it also depends on the US skills level of the groups compared. 

 
Summary of validity evidence 
This thesis contributes with strong validity evidence of the OSAUS 
scale for assessment of US skills of abdominal and head & neck 
diseases. The summary of validity evidence can be organized with 
Messick’s five different sources to support for the interpretation 
of the OSAUS assessment: 

 
1. Test content was established in a prior Delphi study 

with international multi-specialty expert consensus 
about content of the OSAUS scale (97) and was not ex- 
plored further in this thesis. 

2. Response process of the assessment was ensured by 
rater training provided in the studies, an uniform and 
standardized testing procedure, and the development 
of the ISEA web-based assessment solution to automa- 
tize the processes of data entry (99). 

3. Internal structure was supported by a reliability coeffi- 
cient sufficient for high stakes examinations. Reliability 
was both explored with classic test theory and with 
Generalizability theory for a more comprehensive as- 
sessment of reliability and to estimate how many raters 
and test cases would result in similar reliability in future 
studies. 

4. Relations to other variables were demonstrated by the 
OSAUS scale’s ability to differentiate between experi- 
ence-levels in US and measure effect of training. Fur- 
ther validity evidence was supported by a high correla- 
tion between the OSAUS score and the diagnostic 
accu- racy of both abdominal and head & neck US. 

5. Consequences were explored by a contrasting group 
standard setting of the OSAUS pass/fail score to 

define competence in head & neck US. A receiver 
operator curve analyses demonstrated a good 
OSAUS score dis- crimination of head & neck US 
competence with ac- ceptable pass/fail test 
consequences. 

 
Overall, this thesis collected validity evidence regarding 
response processes, internal structure, relations to other 
variables, and consequences to support the OSAUS scale for 
skills assessment in surgeon-performed abdominal and head & 
neck US. 

 
Transfer from simulation training 
The results from research paper II have shown that physicians 
could successfully transfer learning from an ultrasonography 
course combining didactic with hands on training on healthy 
human models to improved point-of-care US performance and 
diagnostic accuracy on patients with abdominal pathologies. 
However, the results indicate a need for more training before 
competence in abdominal point of care US is obtained. Other 
studies found good learning outcomes from US courses, but 
these studies only measured the technical abilities on healthy 
human models (107) or image interpretation by assessing US 
video clips (108-111). Further, other studies exploring the 
effect of formal US education lack assessment tools supported 
by validity evidence (6,112-114). Research paper II is therefore 
the first study to estab- lish the effect of formal abdominal US 
training measured by the diagnostic performance on patients 
with an assessment tool supported by strong validity evidence. 
In our study, the physicians who received ‘hands on’ training 
improved substantially on all OSAUS items except regarding 
image optimization. Low OSAUS scores on image optimization 
were also found by US experienced abdominal surgeons in 
research paper I and ORL–H&N surgeons in research paper III, 
especially when the score is compared with consultants in fetal 
medicine performing transabdominal fetal US (71). One 
explanation of our findings could be that the physicians in the 
study were unfamiliar with the US equipment available in the 
experimental studies and therefore did not optimize the US 
images. 
However, it could also be due to lack of knowledge of this part 
of the US examination. When we compare the mean OSAUS 
score of the physicians who received ‘hands on’ training (27%) 
from re- search paper II with the expert group (71%) from 
research paper I, it is indicated that much more training is 
needed than a single formal course. The formal hands on US 
courses may therefore need to be longer to prepare physicians 
for clinical point of care US practice as suggested by other 
studies (108,115). Further research needs to explore how to 
ensure progress in US skills after formal US training is 
completed. 

 
LIMITATIONS 
Generalizability of findings 
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The experimental setups used in the studies of this PhD thesis 
ensured controlled test conditions to assess US performance with 
a minimum of confounders influencing the study outcome (60). 
However, these studies do not directly assess how the physicians 
perform point-of-care US in their daily clinical work, which is 
considered the top of Millers pyramid (116). We will therefore 
discuss some issues regarding the generalizability of our main 
results in this paragraph. 

 
OSAUS ratings 
Because the OSAUS elements regarding “indication for the exam- 
ination” and “medical decision making” were not relevant to 
assess in the experimental studies of this thesis, only five of the 
seven OSAUS elements established from the Delphi consensus 
study (97) were used for assessment of US competence. We found 
it awkward to assess the “indication for the examination” because 
the physicians already were assigned to perform the US 
examination as a part of our test setup. The “medical decision 
making” in point-of-care US is depending on the history and clini- 
cal examination of the patient and therefore we did not include 
this as a part of the assessment in our test setups. Further, we 
may expect a difference in the medical decision making by radiol- 
ogists compared to surgeons, which can compromise the reliabil- 
ity of the measurement of this OSAUS element. According to the 
OSAUS content validity study (97) these two elements should only 
be assessed if applicable to the concrete setting which we did not 
find it to be according to the aim of this thesis. Because the relia- 
bility will “artificially” improve simultaneously with increased 
number of scale items (55), we believe it is a strength to the 
OSAUS scale that we demonstrated good reliability regarding the 
use of only five items in this thesis. 

 
Diagnostic accuracy 
The restricted time in our test setup to complete the US examina- 
tion may not be representative to the clinical setting where addi- 
tional time can be used for more challenging US examinations. 
However, the time limit ensured equal test conditions for all the 
participating physicians and a focused point-of-care US should be 
completed within the allowed time in office-based setting. Fur- 
ther, the US reports in our studies were used to classify the diag- 
noses as correct or false in order to calculate the diagnostic accu- 
racy. Sometimes the US examination can be inconclusive due to 
US artifacts, which is important to recognize by the US operator 
and should not be confused with an misinterpretation of the US 
image (115). In our studies the physicians were “forced” to make 
diagnosis of the patients they examined, while they in their real 
clinical work may have ordered another imaging or consult a 
colleague instead. The diagnostic accuracy found in our experi- 
mental study may therefore have been higher in a clinical setting 
for the surgeons. However, when our studies are compared to 
clinical studies exploring diagnostic accuracy of surgeon- 
performed US, they often used a single dedicated and intensively 
trained surgeon (117-120). These studies will therefore inflate the 
diagnostic accuracy compared to a real clinical setting where 
surgeons with varied US training and competence would conduct 
the US examinations. A study among trauma surgeons found 
sizable variations in the US diagnostic accuracy but attributed 
their findings to patient variation (121). The strength of our stud- 
ies is the measure of individual differences in diagnostic accuracy 
in a controlled setting. 

 
Study design 

As mentioned in the background of this PhD thesis, reliability is 
established as an interaction between the variance of the subjects 
and the error variance of measurements. In research paper I and 
III we artificially increased the magnitude of variance of the sub- 
jects by using novices, intermediate and experts in US as research 
objects, which therefore will increase the reliability coefficient 
(62). If the assessment is applied to a more homogeneous popula- 
tion of physicians, e.g. surgical residents during training, we would 
expect the reliability of the measurement to decrease. 
Further, by comparing extreme groups we do not explore the 
‘responsiveness’, i.e. the ability of the scale to measure a mean- 
ingful clinical change as progress in US skills among physicians 
(62) or differentiate between US experienced physicians with or 
without competence for independent US practice. However, in 
research paper II we demonstrated the ability to measure the 
effect of an educational intervention, which also can be seen as a 
proof of responsiveness of the OSAUS scale to measure progress 
in US competence. Further, validity evidence is context specific 
and our results obtained from an experimental study with use of 
video recorded US performance may not directly generalize to a 
clinical setting with direct observation by a faculty member (81). 

 
Training vs no training 
In research paper II we conducted a randomized controlled trial to 
explore the transfer of skills from an abdominal point-of-care 
training course to diagnostic performance of patients. Although 
the choice of a randomized controlled clinical trial is recognized   
as the highest level of clinical evidence (122), our comparison 
between an intervention group receiving US course training to a 
control group receiving no training is problematic in educational 
research (123). This only tells us that learning can occur when 
learners spend time on training, and does little to inform us how 
to improve educational practice (124). However, transfer of skills 
to improve patient care cannot be taken for granted and many 
educational interventions fail to change the clinical performance 
of physicians (125,126). Further, many surgeons use point-of-care 
US without any formal training (127), why we find it important to 
establish evidence for the effect of US courses. 

 
IMPLICATIONS 
The results from this thesis can be used to guide the development 
of a competence-based education of surgeons in US. The OSAUS 
scale can be used to assess competence instead of the one-size- 
fits-all approach with requirements of specific number of com- 
pleted US examinations. The progress in US skills can thereby be 
followed by in-training OSAUS assessments during supervision of 
the performance (128) or by uploading US clips for assessment 
online (99,129). If the OSAUS score is based on a single case as- 
sessed by a single rater the reliability of the assessment would not 
be impressive according to our D-study in research paper I, but 
still it is sufficient for the formative assessment purpose to 
evaluate progress in US skills. The latest 2015 updates of the 
otolaryngology-head & neck surgery residency program in Den- 
mark recommended the use of the OSAUS scale as assessment 
tool for head & neck US skills (38). However, no specifications 
regarding number of assessment cases or a minimum OSAUS 
score needed for certification were clarified. Research paper III 
established a pass/fail score that can be integrated as part of 
certification process to ensure quality of the US scans provided by 
trainees in head & neck surgery. To ensure the reliability (G- 
coefficient > 0.8) of high-stakes decisions like certification for 
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independent practice, five cases and two raters are needed. 
However, the OSAUS pass/fail score should not be used as the 
only measure of when a trainee is ready for independent practice, 
but rather be used alongside other markers of competence as 
well. Although much more training is needed after course com- 
pletion, this thesis found good effect of formal US training cours- 
es on US performance and it should therefore constitute the basis 
of the US training before clinical practice. Especially US image 
optimization in general needs to be improved when surgeons use 
US in gynecology (71), abdominal (research paper I and II) and 
head & neck surgery (research paper III). Poor image optimization 
may be due to lack of theoretical knowledge and we therefore 
recommend a competence-based education to include US 
knowledge assessment to ensure the fundament to clinical 
skills(130). Thereafter the OSAUS scale can be used to measure 
progress in US performance while an OSAUS pass/fail score can be 
used as final certification. 

 
CONCLUSIONS AND PERSPECTIVES FOR FURTHER RESEARCH 
This thesis demonstrated strong evidence supporting the inter- 
pretation of the OSAUS scores as measure of physicians’ ab- 
dominal and head & neck US competence. The thesis established 
recommendations for the optimal administration of assessment 
of US skills with the use of the OSAUS scale and defined pass/fail 
standards of US performance. We found that physicians success- 
fully could transfer learning from an ultrasonography course to 
improved point-of-care US performance and diagnostic accuracy 
on patients. However, it was also demonstrated that much more 
training is needed after formal course training and surgeons need 
to improve the image optimization of their US examination. The 
results from this thesis can both be integrated in residency train- 
ing and certification and is therefore an important step towards 
competency-based education in surgeon-performed US. 

 
The amount of training needed to gain competence in surgeon- 
performed US will vary and further research needs to explore 
how courses and clinical training should be organized to optimize 
the US training. How to use new technologies like US simulators 
(131,132) and e-learning (133,134) to improve the surgical US 
education is also a scope for future research. Further, our studies 
established the OSAUS assessment to ensure the diagnostic accu- 
racy of US under controlled conditions and translational studies 
should explore if it can be integrated into assessment of the 
clinical performance (60). More research therefore needs to 
explore how the use of point-of-care US will affect the medical 
decision making by surgeons, and finally how it will affect patient 
outcome and cost-effectiveness of the health care system (135). 

 
LIST OF ABBREVIATIONS 
FAST Focused Assessment of Sonography for Trauma 
ORL-HNS Otolaryngologist–head & neck surgeon 
OSAUS Objective Structured Assessment of Ultrasound 

Skills 
OSCE Objective Structured Clinical Examinations 
US Ultrasonography / Ultrasound 
ISEA Integrable web-based Solution for Easy 

Assessment of video-recorded performances 

QUICk Quality of Ultrasound Imaging and Competence 
 
SUMMARY 
Surgeons are increasingly using ultrasonography (US) in their 
clinical management of patients. However, US is a very user- 
dependent imaging modality and proper skills of the US operator 
are needed to ensure quality in patient care. This thesis explores 
the validity evidence for assessment of competence in abdominal 
and head & neck ultrasonography using the Objective Structured 
Assessment of Ultrasound Skills (OSAUS) scale. With the use of 
Messick’s unitary framework of validity, five sources of validity 
evidence were explored: test content, response processes, inter- 
nal structure, relations to other variables, and consequences. 
Research paper I examined validity evidence for the use of the 
OSAUS scale to assess physicians’ abdominal point-of-care US 
competence in an experimental setting using patient cases with 
and without pathological conditions. The results provided validity 
evidence of the internal structure of the OSAUS scale and a deci- 
sion study predicted that four cases and two raters or five cases 
and one rater could ensure sufficient reliability in future test 
setups. The relation to other variables was supported by a signifi- 
cant difference in scores between US experience levels, and by a 
strong correlation between the OSAUS score and diagnostic accu- 
racy. Research paper II explored the transfer of learning from 
formal point-of-care US training to performance on patients in a 
randomized controlled study. The results supported validity evi- 
dence regarding OSAUS scores’ relation to other variables by 
demonstrating a significant discrimination in the progress of 
training–a more refined validity evidence than the relation to 
difference experience levels. The results showed that physicians 
could transfer the skills learned on an ultrasonography course to 
improved US performance and diagnostic accuracy on patients. 
However, the results also indicated that following an initial 
course, additional training is needed for physicians to achieve 
competence in US. Research paper III evaluated validity evidence 
supporting an OSAUS score used to establish pass/fail standards 
for head & neck US skills. Good reliability between raters from 
different specialties to assess head & neck competence further 
supported the internal structure of OSAUS scale. A strong correla- 
tion to the diagnostic accuracy supported the relation to other 
variables and the consequences of the assessment were explored 
by a receiver operator characteristic curve for different pass/fail 
standards of head & neck US skills. 

 
In summary this PhD thesis established sources of validity evi- 
dence supporting the interpretation of the OSAUS scale to evalu- 
ate surgeon-performed US skills of the abdominal and head & 
neck diseases. We therefore recommend the OSAUS scale for 
formative in-training assessment and high-stakes summative 
decisions as certification for independent practice in surgeon- 
performed US. Further, we find formal “hands on” courses an 
essential part of initial US training with good transfer of learning 
to improved diagnostic accuracy. This thesis can therefore be 
used to support the move towards competency-based training in 
abdominal and head & neck US. 
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